# Problema toma de decisión por bayes.

Para esta asignación utilizarán el conjunto de datos encontrados en <https://www.kaggle.com/sulianova/cardiovascular-disease-dataset>.

### Entregables

Como entrega se espera recibir:

1. Un documento “paper” escrito con el formato IEEE y con las partes esperadas para reporte de una investigación a saber: introducción con objetivos, métodos, resultados y análisis. Recuerden que tendrán al menos tres resultados de clasificación en el trabajo completo.
2. Anexos, que entendieran necesarios. Esto puede incluir códigos o cálculos a mano, pero en ningún caso justificaría que el documento principal se encuentre incompleto por hacer referencia a los anexos.
3. Formatos: el paper deberá ser entregado en pdf, los códigos deberán ser de Matlab y entregados en archivos scripts (.m) de Matlab.

### Conceptos teóricos:

Esta asignación consiste en utilizar la teoría de decisión de bayes (Cap3 del libro) para la clasificación de pacientes cardíacos a partir del conocimiento de algunas de sus carácterísiticas. Además, se espera que apliquen los conceptos de los capítulos 4 y 5 para modelar las distribuciones de las diferentes clases usando la distribución normal.

### Manejo de la data

Trabajarán con toda la data. Dejando una porción que consideren adecuada para training y el resto será dejada para validación. Recuerde que debe organizar aleatoriamente previamente los casos, pues no sabemos si tienen un orden específico en la lista original. Asumirán, además, que el dataset es una muestra representativa de la población general para los fines cardíacos y por tanto lo pueden utilizar para estimación de los Priors.

## Asignación 1 (de 2): Aplicación de Bayes univariable con caráterísticas continuas.

Se quiere determinar qué personas tienen o no una enfermedad cardiovascular en base a solo conocer una sola característica. Para ello modelaremos la probabilidad de que tenga un problema cardiovascular usando distribución gausiana alrededor de la característica escogida. Para estos fines probaremos usando el peso, la estatura y la edad.

### Procedimientos estadísticos

Esta es una guía del procedimiento estadístico que esperamos que realicen:

1. Establecer los priors . A partir de la data misma
2. Elegir las características , que se usarán en el modelo (en este caso ya elegidas por el problema)
3. Modelar los likelihoods . Fíjense que esto es simplemente sacar los parámetros para la distribución de cada una de las clases. Y como están usando un feature a la vez pues lo repetirán 3 veces.
4. Modelar el evidence . Este paso no es necesario para clasificación. Sin embargo, dejamos la referencia aquí, pues sí es necesario en caso de que quieran modelar la probabilidad como tal o porque quieran calcular dicha probabilidad para estimar el riesgo asociado a la decisión.
5. Poner todo junto para formar la función discriminante. Aquí pueden pensar en usar directo la fórmula de Bayes: . Pero, esperamos que la usen de manera simplificada usando logaritmo natural (ver slide 10 de presentación del cap 4 y la teoría del libro).

Aunque se pueden utilizar códigos para realizar las operaciones básicas estadísticas que necesitarán, se espera que el trabajo contenga los planteamientos matemáticos y resultados (y no en forma de códigos). Ejemplo de esto sería que estén:

…las ecuaciones:

….La explicación de los parámetros o elementos de la ecuación o de cómo se sacaron:

es el promedio de la variable tal.

Y valores que se usan para dichos parámetros cuando aplique. Las cuales pueden estar dados en tablas o en el mismo texto. Como ejemplo:

|  |  |
| --- | --- |
| Clase K |  |
| 1 | 0.12 |
| 2 | 2.3 |
| 3 | 4.4 |

*Valores de para las diferentes clases*

### Gráficos esperados:

Para cada característica o feature usada, se espera que presenten el gráfico comparativo de los histogramas de las clases y la distribución normal estimada. Para los histogramas, pueden ver el help de Matlab\ comando histogram\ plot multiple histograms (<https://la.mathworks.com/help/matlab/ref/matlab.graphics.chart.primitive.histogram.html#d123e574595>) donde está el ejemplo de cómo hacer los siguientes dos gráficos que combinan lo que se quiere aquí:

![Figure contains an axes. The axes contains 2 objects of type histogram.](data:image/png;base64,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)
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### Resultados:

Se espera que entre los resultados se presente el desempeño del algoritmo para lograr la clasificación. Deben, para esto explicar la métrica de error usada. Además del error general, se espera que se presenten las tablas de confusión (Pueden buscar: Confusion matrix) para cada uno de los features usados.

### Análisis:

Debe incluir sus comentarios. Estos deben ser críticos, comparando los diferentes métodos, features, etc usados. Además, deberán mirar factores de complejidad de los algoritmos y efectividad (esto es: tiempo de desarrollo, tiempo de entrenamiento, tiempo de ejecución, efectividad de aciertos, etc).

## Asignación 2: Bayes multivariable

Re aplicarán lo anterior pero esta vez usando los diferentes features a la vez para la clasificación. Pero igual tendrán tres opciones que explorar:

### Usando el peso y altura como features.

En este caso queremos deberán modelar las distribuciones para cada clase usando la distribución normal multivariable. Ver (presentación 5, slide 7). Pero que aplicarán usando la forma de discriminante simplificado por el uso de ln( ) presentada en el slide14 “Different ”.

Se espera que aparte de la descripción del procedimiento, estén los valores resultantes para las matrices de covarianzas, los vectores de medias y priors.

En cuánto a gráficos, se espera que grafiquen las distribuciones para ambas clases en forma 3 dimensional (si es posible en un mismo gráfico) y así ustedes puedan tener mejor opinión acerca del problema. Les recomendamos ver: Comandos como Surf, meshgrid, hist3 les serán de importancia aquí. Pueden entrar en [Distribución normal multivariante](https://la.mathworks.com/help/stats/multivariate-normal-distribution.html)

Resultados y análisis: se entieden igual a la sección de una única variable.

### Usando el peso, altura y edad como features independientes (Naive Bayes)

En este caso harán la clasificación usando Naive bayes y las tres variables. Para esto pueden referirse al capítulo 5, slide11 y 18 sobre “independent inputs…”

***Nota: Para los casos de más de dos variables no aplican los gráficos de distribución. Pero si deben incluir el resto de información.***

### Usando el peso, altura y edad como features correlacionados.

Finalmente usarán las tres variables usando la distribución completa (como mismo se hizo en el punto de dos features).